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1 INTRODUCTION.

Although considerable thought has been given to the problems
of network connection over the last couple of years little
progress has been made to a satisfactory set of solutieons,
One of the main reasons for this has been the impossibly wide
set of bounds for such solutions. Are we attempting to
provide a framework for all types of traffic, for all types
of users, on all types of network that the technology can
provide? If we are providing for a subset of that broad
regulirement which subset is it to be?

The first delineation which seems use is the three groupings:

interconnection of private nets

interconnection of PTT (X25) nets

intercconnection of private nets through PTT nets.
These three groups cbviously have problems in common but the
constraints are so different that 1f solutions are to be
obtained they should be discussed separately. The first group
is the subject of this paper, and has been the main precccupa-
tion of the ARPANET internetworking community. The second
problem is being specifically addressed by CCITT and will
produce a specification {X7X) by early 1978, which will
address the connection of nets providing an X25 interface
with limited transit net capability. The third problem has
not yet been formally addressed in any detall but will be a
precccupation at least in the Buropean situation.

Having isolated one group, we can then continue to narrow
further by postulating datagram networks, as this network
type is clearly the one favoured within the ARPANET community
for its wversatility in routing possibilities. A further
constraint is the selection of a suitable end-to-end protocol
to be used across the internet path, such as TCP. Although
the protocol itself does not need to be tied into the
internet solution, the reverse is not true, For example,

gateway fragmentation requires specific operations relating




to the end-to-end packet formats provided. Finally we come
to the network medium. Here, we must decide whether to
attempt to provide a framework which ecan utilise broadeast
technologies to the full, or merely one in which broadecast
networks operate satisfactorily. This working paper does
not deal with broadcast networks particularly. However,

it is assumed that internetworking solutions within the
current framework will need to be fairly receptive to the
needs and benefits of broadcast operation.




2 'THE COMPONENTS OF TRANSNET COMMUNICATION.

There has been considerable debate on the appropriate internet
model to be used in discussing transnet communication sys-
tems. FPartly in order to clarify our own position and

partly to help the debate move forward, we briefly present
here our version of the transnet environment. This is
essentially a supernet model (Cerf 77a) and is illustrated

in Figure 1.

The physical basis for the model is a set of networks which
are connected via gateway machines, the structure of which
we shall examine later. The topology of the supernet is
flexible in that there are no inherent restrictions on the
way networks may be interxconnected. This topoleogy is un—
likely to be constrained in the sense that the topology for
a local net can be coptimally designed., MNetwork interconnec-
tions are more likely to continue on the existing pattern -
they will be made at the points which seem most convenient
to the networks being connected and the overall topology may
well continue to be as unbalanced as it is at present. The
distributed nature of the topology may be reflected in
distributed internet management structures though in some
cases more centralised schemes may be preferred.

Communication between two processes in different nets is
managed by an internet transport station which is a communica-
tion process cbeying some end-to-end protocol, of which the
TCP is one example. We point out here that the transport
station is essentially a software concept, in that the term
does not necessarily carry any hardware implications. We
shall return to this point in Section 3.3. The purpose of
the transport station is to render the structure of the
supernet and of the component networks invisible to the user.
For any particular transnet conversation we will denote the
networks in which the source and destination transport
stations reside as terminal networks; intermediate networks




which the internet traffiec crosses are transit networks.

It should be noted that these differences are conversation-
dependent: one man's terminal network is another man's

tran=sit network.

Figure-l: A Supernet Tﬂpﬂlﬂﬂx.
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Gateways, on the other hand, carry definite hardware
implications, in that they are the physical interfaces
between two or more networks, We assume here that they will
be connected to local networks by host-like interfaces (Lloyd
75}. We shall again distinguish between terminal gateways
which interface to one or both terminal networks, and transit

gateways which connect two transit networks. The functions
of gateways are two-fold. They must interface to the net-
works - that is, they must accept packets from one network
and turn them into packets acceptable to the next. Secondly,
they must support the transnet communication. That is,

they must provide internet routing, and if they are reguired
to fragment packets they must (in TCP at least) make the




fragments compatible with the end-to-end protocol. In
addition, in order to provide gateway stability and to
support various end-to-end facilities we may have to
build in other functions, such as flow control and error
control between gateways, and interpretation of priority
information and status, access and accounting information.
Much of this was listed in more detail in (Beeler 75)

Some of these functions are clearly network independent,
while some are highly dependent on the nature of the particu-
lar networks connected. Stripping local net headers from
packets and embedding packets in headers are clear examples
of the latter, while the internet routing algorithm is an
example of the former. Because of this, the cenventional
gateway model consists of gateway halves which interface

to the networks, and the gateway core which performs the

network independent functions. A gateway connecting two
networks is illustrated in Figure 2.

Figure 2: Gateways.
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The fundamental reason why we have preferred the supernet
model te the transit gateway mcdel of (Cerf 77a) arises

from considering the relationship between the transport
stations and the terminal netwcrks. A transport station is

a network independent concept. Howewver, in order for it to
function, it must physically reside in some machine on

a terminal network., The packets produced by it must be
formatted to be compatible with this terminal network, and
they must be routed toc and from the terminal gateways. These
are precisely the functions we listed above as distinguishing
a gateway, and if we consider the transport station as a
gateway core process the analeogy becomes even stronger. Thus,
conceptually at least, a transport station is co-resident with
a gateway half, with possibly some gateway core functions as
well. In our view, therefore, it is an absolute requirement
that a host providing internet transport facilities must

also provide some basic gateway facilities. However, the
‘gateway' component of this entity is clearly not an ordinary
gateway as it does not interconnect two networks. We propose
to call it a transnet interface module (TIM). We stress

that although a TIM is not a true gateway it is in many ways
functionally eguivalent to cne, and for many purposes it

will be implicitly included in the following discussion as

a 'gateway'. In the remaining sections of this paper we will
examine the major areas of internet design in the light of
the concepts presented by this nodel,




l ADDRESSTHNG.

3.1 -Introduction.

When cocne conducts a computer dialogue over several networks,
the problem of assigning a name to the destination process
assumes critical importance. It has been recognised
(Sunshine 75) that there is a need for universal naming
space, which will provide unique names over all networks,
but this has to be provided in the face of autonomous
networks each with their own naming schemes based on highly
diverse network architecture. The TCP as it currently
stands (Cerf 74, Cerf 77) satisfies these criteria by
providing a hierarchical scheme with three levels as follows:

{internet ID);:=¢net ID} {TCP ID> ¢port IO

This schems seems QEnerally adequate, and we will accept it

as a suitable basis for internet addressing in the following
discussion. The key to uniqueness is provided by {net ID},

which is a universally agreed code for distinguishing indi-

vidual networks. The £ TCP IDY» satisfies the requirements of
network autonomy, as it is decided purely by the loecal network
without reference to others, the only restriction being that

it can be fitted into the ample space of 24 bits. The

{ port ID> identifies a port on the TCP by which the destina-

tion process is addressed.

Although the exact interpretation of the <net ID> subfield
is eclear, less attention has been given to the {TCP ID>»
and ¢ port ID> subfields, especially the former. In
practice, the transport station has usually been identified
with the host in which it is physically resident, and so
the {TCP ID» chosen is simply the local host ID. The

¢ TCP ID» has been chosen on this basis in both the TCP
measurement experiments (Kirstein 77), and the gateway
experiment currently being undertaken in the SATNET groject.
Also, the Jport ID> interpretation has assumed that the
destination process is co-resident with the TCP. For this
reason we shall dencte this scheme as the 'physical schems'.




3.2 Special Tﬂﬁnlﬂgies.

In this section of this neote ws shall examine a number of
local network configurations tc ses how wisible these
will be to the user attempting <o access a particular
transport station.

3.2.1 Changes in Topology.

If a local net addressing scherms is physical, as in ARPANET,
then a change in the lecal net Zopology can easily result in
a2 change in the local address of a host, If this address

is used directly to determine the ('ICP ID) , as in the
physical scheme, then the {TCP :n} must also change, which
means updating the tables of every process, transport
station and gateway which is awsre of the transport station.
In the SATNET project, the BBN gateway has undergone several
changes of identity for precissly this reason, although

none of these should have had relevance at an internet level.

3.2.2 Co-resident Transport Stztions.

The physical scheme breaks down when faced with the
possibility of several transpor: stations co-resident in
the same host, as it cannot distinguish between them. This
situation has again been encounzered in the SATNET Jroject,
where it was envisaged that the gateway could support

'raw internet' processes, TCP and sacure TCP. In order

to make the distinction, a revizion was proposed

{Burchfiel 76) which effectivel: introduced an extra

level of addressing, the (forms: fisld) . Even this appraach
will fail if the transport processes being supported are
identical, i.e., we could distinguish between TCP and Zome
other end-to-end protocol but nct betwesn two TCPs.

J.2.3 Multiply-Connected Hosts.

There are two possible situations in which multiply-
connected hosts can arise. The first is hosts multiply-
connected within a network (e.g. by multiple lines, or

in a broadcast network). The sscond is the case in which
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a host is connected to several networks. A gateway

machine running a TCP is an obvious example of this. Eoth
these situations can lead to a host which has several
identities. In a physical scheme, the source transport
station would have to be aware that the various identies
r:ferred to the same TCP. However, in a properly constructed
network with multiply-connected hosts, it should be possible
to specify the host by a single logical address, and so

the physical scheme may not encounter the difficulty.

On the other hand, a host connected to multiple networks

is bound to have multiple addresses, as the <net ID%> field
must be differently specified for each network to which the
host is attached. However, the {TCP ID> may alsc be
necessarily different for each network in the physical gehame
and in fact this has happened on the gateway machines in the
SATHET experiment. The UCL gateway, for instance, is known
as host 74 on network 4 (SATNET) and host 352 on network

12 (ARPANET). The host numbers are different and hence

the <TCP I0»s are different,

3.3 Logical Addressing.

We have seen that identifying local hosts with the transport
stations which reside in them leads to a number of situa-
tions in which the structure of a local net is forced on

an internet user. The way to avoid this, thereby keeping the
local networks transparent to the internet user is to inter-
pret the{TCP ID> strictly as a logical identifier for a
transport station which is unrelated in any way toc its
environment. In this '"logical' scheme, we would retain the
threa TCP levels, but propose different interpretations

of the {net IDY and {TCP ID)fields in which the burden of
determining the physical address of a transport station is
pPlaced on the terminal gateways. The {net ID> , as before,
is a universally agreed network number. It is also the key
to the physical address: when the packet arrives at a

terminal gateway, that gateway will look up its internal
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indicate that the TCP is to be found on a host connected
to that network; thus a{net ID) of 33 would indicate that
the host is connected to both 5 and net #. However,

this particular scheme severely restricts the number of
networks that could interconnect; in the current TCP

there would be at most 8., Other more complex schemes
could be devised, but all of these would require a radical
revision of the TCP header to accommodate a reasonable
number of networks.

The obvious cost of logical addressing is the need to
maintain tables which map the logical address to a physical
one. This working paper is proposing that a set of tables
must be created for the association between TCPs and hosts.
These tables are limited to the TCPs within a particular
network, and any particular table will only be known to the
terminal gat=ways for that network. Updating the tables is
consequently also managed solely by the local network, and
will normally be carried out when the network would have to
acknowledge the change in any case. Thus the costs of
maintaining these tables are limited by the extent of the
committment the local net has made to internetworking, and
is contained within that network.

A further cost comes in considering the allocation of
logical addresses. BAn initial choice could well be to use
the local host ID, unless there are co-resident transport
stations. 1In a net where the local addressing is logical,
such as packet radio net (PRN), this choice may prove
rermanently satisfactory. In a network where the local
host-naming scheme is physical, such as ARPANET, this can
lead to a divergence of local net and internet structures.
If at a later time the local host address is changed, this
is not reflected in the logical internet address. 1In
particular, if an old physical address is reused within
the net for a new host which has internet capability a
different transport station address would have to be
allocated. Essentially, this reflects the fact that




































































































