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Status of this Meno

Thi s docunent specifies an Internet standards track protocol for the
Internet conmunity, and requests discussion and suggestions for

i nprovenents. Please refer to the current edition of the "Internet
O ficial Protocol Standards" (STD 1) for the standardi zation state
and status of this protocol. Distribution of this neno is unlimted.

Abst r act
This meno defines a portion of the Managenent |nformati on Base (M B)
for use with network managenent protocols in TCP/|P-based internets.
In particular, it defines objects for nmanagi ng renote network
nmoni t ori ng devi ces.
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1

The Networ k Management Framewor k

The I nternet-standard Network Managenent Framework consists of three
conponents. They are:

RFC 1902 [1] which defines the SM, the nmechani sns used for
descri bi ng and nani ng objects for the purpose of nmanagenent.

RFC 1213, STD 17, [3] which defines MB-11, the core set of
managed objects for the Internet suite of protocols.

RFC 1905 [4] which defines the SNMP, the protocol used for
networ k access to nanaged objects.

The Framework pernmits new objects to be defined for the purpose of
experinmentation and eval uati on.

Managed objects are accessed via a virtual information store, terned
t he Managenent Infornmation Base or MB. Wthin a given M B nodul e,
obj ects are defined using the SM’'s OBJECT-TYPE nacro. At a m ninmum
each object has a nane, a syntax, an access-level, and an

i mpl enent ati on- st at us.

The nane is an object identifier, an administratively assigned nane,
whi ch specifies an object type. The object type together with an

obj ect instance serves to uniquely identify a specific instantiation
of the object. For human conveni ence, we often use a textual string,
terned the object descriptor, to also refer to the object type.

The syntax of an object type defines the abstract data structure
corresponding to that object type. The ASN.1 [6] |anguage is used
for this purpose. However, RFC 1902 purposely restricts the ASN. 1
constructs which nay be used. These restrictions are explicitly nmade
for sinplicity.

The access-|evel of an object type defines whether it nmkes "protoco
sense" to read and/or wite the value of an instance of the object
type. (This access-level is independent of any administrative

aut hori zation policy.)

The i npl ement ati on-status of an object type indicates whether the
obj ect is nmandatory, optional, obsolete, or deprecated.

Overvi ew
Thi s docunent continues the architecture created in the RMON M B [ RFC

1757] by providing a major feature upgrade, primarily by providing
RMON anal ysis up to the application |ayer
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Renote network nonitoring devices, often called nonitors or probes,
are instrunents that exist for the purpose of nmnagi ng a network.
Oten these renote probes are stand-al one devices and devote
significant internal resources for the sole purpose of managing a
networ k. An organi zation may enpl oy many of these devices, one per
network segnent, to nmanage its internet. In addition, these devices
may be used for a network nmanagenent service provider to access a
client network, often geographically renote.

The objects defined in this docunent are intended as an interface
bet ween an RMON agent and an RMON managenent application and are not
i ntended for direct manipulation by humans. Wile sone users may
tolerate the direct display of sone of these objects, few wll
tolerate the conplexity of nmanually mani pul ati ng objects to
acconplish row creation. These functions should be handl ed by the
managemnent application

2.1. Renote Network Managenent Goal s

o Ofline Operation
There are sonetines conditions when a nmanagenent
station will not be in constant contact with its
renote nonitoring devices. This is sonetinmes by
design in an attenpt to | ower comuni cations costs
(especially when comunicating over a WAN or
dialup Iink), or by accident as network failures
af fect the comunications between the nanagenent
station and the probe.

For this reason, this MB allows a probe to be
configured to performdi agnostics and to coll ect
statistics continuously, even when comunication wth
t he managenent station may not be possible or
efficient. The probe nay then attenpt to notify

t he managenent station when an exceptional condition
occurs. Thus, even in circunstances where

communi cati on between nanagenent station and probe is
not continuous, fault, performance, and configuration
i nformati on may be continuously accunul ated and
communi cated to the managenent station conveniently
and efficiently.
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0 Proactive Mnitoring
G ven the resources available on the monitor, it
is potentially helpful for it continuously to run
di agnostics and to | og network performance. The
moni tor i s always available at the onset of any
failure. It can notify the nanagenent station of the
failure and can store historical statistica
i nformation about the failure. This historica
i nformati on can be played back by the nmanagenent
station in an attenpt to perform further diagnosis
into the cause of the problem

0 Probl em Detection and Reporting
The nmonitor can be configured to recognize
conditions, nost notably error conditions, and
continuously to check for them \Wen one of these
conditions occurs, the event may be | ogged, and
managenent stations may be notified in a nunber of
ways.

0 Val ue Added Data
Because a renote nonitoring device represents a
networ k resource dedi cated excl usively to network
managenent functions, and because it is |ocated
directly on the nonitored portion of the network, the
renote network nonitoring device has the opportunity
to add significant value to the data it collects.
For instance, by highlighting those hosts on the
network that generate the nost traffic or errors, the
probe can give the nanagenent station precisely the
information it needs to solve a class of problens.

o Multiple Managers
An organi zati on may have multipl e managenent stations
for different units of the organization, for different
functions (e.g. engineering and operations), and in an
attenpt to provide disaster recovery. Because
environnents with nultiple nanagenent stations are
comon, the renote network nonitoring device has to
deal with nore than own managenent station
potentially using its resources concurrently.
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2.2. Structure of MB

The objects are arranged into the foll ow ng groups:

- protocol directory

- protocol distribution

- address mappi ng

- network | ayer host

- network layer matrix

- application |ayer host

- application |ayer matrix

- user history

- probe configuration
These groups are the basic units of conformance. |If a renote
noni toring device inplenents a group, then it nust inplenent all
objects in that group. For exanple, a nanaged agent that inplenents
the network layer matrix group nust inplenent the nl MatrixSDTabl e and
the nl Matri xDSTabl e.
| mpl enentations of this MB nust also inplenment the system and
interfaces group of MB-11 [3]. MB-1l nay al so nandate the
i mpl enent ati on of additional groups.
These groups are defined to provide a nmeans of assigning object
identifiers, and to provide a nmethod for nanaged agents to know which

obj ects they nust inplenent.

Thi s docunent al so contai ns enhancenents to tables defined in the
RVON M B [ RFC 1757]. These enhancenents i ncl ude:

1) Adding the DroppedFrames and Last CreateTi ne
conventions to each table defined in the RMON M B.

2) Augnenting the RMON filter table with a nechani sm
that allows filtering based on an offset fromthe
begi nning of a particular protocol, even if the
prot ocol headers are variable |ength.
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3) Augnenting the RMON filter and capture status bits
with additional bits for WAN nedia and generic mnedi a.
These bits are defined here as:

Bi t Definition

6 For WAN nedia, this bit is set for packets
com ng fromone direction and cleared for
packets coning fromthe other direction.
It is an inplementation specific matter
as to which bit is assigned to which
direction, but it must be consistent for
al | packets received by the agent, and if
t he agent knows which end of the link is
"l ocal" and which end is "network", the bit
shoul d be set for packets fromthe "l ocal"
side and should be cleared for packets from
the "network"” side

7 For any nedia, this bit is set for any packet
with a physical layer error. This bit may be
set in addition to other nedia-specific bits
that denote the sane condition

8 For any nedia, this bit is set for any packet
that is too short for the nedia. This bit may
be set in addition to other media-specific
bits that denote the sane condition

9 For any nedia, this bit is set for any packet
that is too long for the media. This bit may
be set in addition to other nedia-specific bits
that denote the same condition

These enhancenents are inplenmented by RMON-2 probes that al so
i mpl ement RMON and do not add any requirenents to probes that are
conpliant to just RVON

3. Control of Renbte Network Mnitoring Devices

Due to the conplex nature of the available functions in these
devices, the functions often need user configuration. |n many cases,
the function requires paraneters to be set up for a data collection
operation. The operation can proceed only after these paraneters are
fully set up.

Many functional groups in this MB have one or nore tables in which
to set up control paraneters, and one or nore data tables in which to
pl ace the results of the operation. The control tables are typically
read/wite in nature, while the data tables are typically read/only.
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Because the paraneters in the control table often describe resulting
data in the data table, many of the paraneters can be nodified only
when the control entry is not active. Thus, the nmethod for nodifying
these paraneters is to de-activate the entry, performthe SNW Set
operations to nodify the entry, and then re-activate the entry.

Del eting the control entry causes the deletion of any associ ated data
entries, which also gives a convenient nethod for reclainmng the
resources used by the associated data.

Some objects in this MB provide a nechanismto execute an action on
the renote nonitoring device. These objects nmay execute an action as
aresult of a change in the state of the object. For those objects
inthis MB, a request to set an object to the sane value as it
currently holds would thus cause no action to occur

To facilitate control by multiple managers, resources have to be
shared anong the nanagers. These resources are typically the nmenory
and conputation resources that a function requires.

3.1. Resource Sharing Among Miltiple Managenment Stations

When mul ti pl e managenment stations wish to use functions that conpete
for a finite anount of resources on a device, a nethod to facilitate
this sharing of resources is required. Potential conflicts include:

0 Two nanagenent stations w sh to simultaneously use
resources that together would exceed the capability of
t he device

0 A managenent station uses a significant anount of
resources for a long period of tine.

0 A nahagenent station uses resources and then crashes,
forgetting to free the resources so others may
use t hem

The Omner String nechanismis provided for each managenent station
initiated function in this MB to avoid these conflicts and to help
resol ve them when they occur. Each function has a |abel identifying
the initiator (owner) of the function. This label is set by the
initiator to provide for the follow ng possibilities:

0 A nmanagenent station may recogni ze resources it owns
and no | onger needs.

0 A network operator can find the nmanagenent station that
owns the resource and negotiate for it to be freed.

0 A network operator nmay decide to unilaterally free
resources anot her network operator has reserved.
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o Upon initialization, a nanagenent station nmay recogni ze
resources it had reserved in the past. Wth this
information it may free the resources if it no |onger
needs them

Managenent stations and probes shoul d support any format of the owner
string dictated by the | ocal policy of the organization. It is
suggested that this nane contain one or nore of the following: IP
address, nmnagenent station nane, network rmanager’s nane, |ocation

or phone number. This information will help users to share the
resources nore effectively.

There is often default functionality that the device or the

adm ni strator of the probe (often the network adm nistrator) w shes
to set up. The resources associated with this functionality are then
owned by the device itself or by the network administrator, and are

intended to be long-lived. |In this case, the device or the

adm nistrator will set the relevant owner object to a string starting
with "nonitor’. Indiscrimnate nodification of the nonitor-owned
configuration by network nanagenent stations is discouraged. In

fact, a network nanagenent station should only nodify these objects
under the direction of the adm nistrator of the probe.

Resources on a probe are scarce and are typically allocated when
control rows are created by an application. Since nany applications
may be using a probe sinultaneously, indiscrimnate allocation of
resources to particular applications is very likely to cause resource
shortages in the probe.

When a network nmanagenent station wishes to utilize a function in a
monitor, it is encouraged to first scan the control table of that
function to find an instance with similar paraneters to share. This
is especially true for those instances owned by the nonitor, which
can be assumed to change infrequently. |If a managenent station
decides to share an instance owned by anot her managenent station, it
shoul d understand that the nmanagenent station that owns the instance
may indiscrimnately nodify or delete it.

It should be noted that a nanagenent application should have the nost
trust in a nonitor-owned row because it should be changed very
infrequently. A row owned by the managenent application is |ess

| ong-lived because a network adninistrator is nore likely to re-
assign resources froma rowthat is in use by one user than froma
nonitor-owned row that is potentially in use by many users. A row
owned by another application would be even I ess |long-1lived because
the other application may delete or nodify that row conpletely at its
di scretion.
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3.2. Row Addition Anong Mul tiple Managenent Stations

The addition of new rows is achieved using the RowStatus method
described in RFC 1903 [2]. In this MB, rows are often added to a
table in order to configure a function. This configuration usually
i nvol ves paraneters that control the operation of the function. The
agent nust check these paraneters to nmake sure they are appropriate
given restrictions defined in this MB as well as any inplenentation
specific restrictions such as |ack of resources. The agent

i npl ement or may be confused as to when to check these paraneters and
when to signal to the managenent station that the paraneters are
invalid. There are two opportunities:

o Wien the managenent station sets each paraneter object.

o When the managenent station sets the row status object
to active.

If the latter is chosen, it would be unclear to the nanagenent
station which of the several paraneters was invalid and caused the
badval ue error to be emitted. Thus, wherever possible, the

i mpl enment or shoul d choose the forner as it will provide nore
informati on to the nmanagenent station

A problem can arise when nultiple nanagenent stations attenpt to set
configuration information sinultaneously using SNWP. Wen this

i nvol ves the addition of a new conceptual row in the same contro
table, the nanagers may collide, attenpting to create the sane entry.
To guard agai nst these collisions, each such control entry contains a
status object with special semantics that help to arbitrate anong the
managers. |If an attenpt is nade with the row addition nechanismto
create such a status object and that object already exists, an error
is returned. When nore than one nanager sinultaneously attenpts to
create the sanme conceptual row, only the first will succeed. The
others will receive an error.

In the RMON M B [ RFC 1757], the EntryStatus textual convention was

i ntroduced to provide this nutual exclusion function. Since then
this function was added to the SNWP franework as the RowStatus
textual convention. The RowStatus textual convention is used for the
definition of all new tabl es.

When a nmanager w shes to create a new control entry, it needs to
choose an index for that row It rmay choose this index in a variety
of ways, hopefully nininizing the chances that the index is in use by
anot her manager. |If the index is in use, the nechani sm nentioned
previously will guard against collisions. Exanples of schenes to
choose i ndex val ues include random sel ection or scanning the contro
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table looking for the first unused index. Because index val ues nay
be any valid value in the range and they are chosen by the manager
the agent nust allow a row to be created with any unused index val ue
if it has the resources to create a new row.

Sone tables in this MB reference other tables within this MB. Wen
creating or deleting entries in these tables, it is generally

al | owabl e for dangling references to exist. There is no defined
order for creating or deleting entries in these tables.

4. Conventions

The followi ng conventions are used t hroughout the RMON MB and its
conpani on docunents.

Good Packet s

Good packets are error-free packets that have a valid frame | ength
For exanple, on Ethernet, good packets are error-free packets that
are between 64 octets |long and 1518 octets long. They follow the
formdefined in | EEE 802.3 section 3.2.all.

Bad Packets

Bad packets are packets that have proper fram ng and are therefore
recogni zed as packets, but contain errors within the packet or have
an invalid length. For exanple, on Ethernet, bad packets have a
valid preanble and SFD, but have a bad CRC, or are either shorter
than 64 octets or |onger than 1518 octets.

5. RMON 2 Conventions

The followi ng practices and conventions are introduced in the RVON 2
M B.

5.1. Usage of the term Application Leve

There are many cases in this MB where the term Application Level is
used to describe a class of protocols or a capability. This does not
typically mean a protocol that is an OSI Layer 7 protocol. Rather,
it is used to identify a class of protocols that is not limted to
MAC- | ayer and networ k-1 ayer protocols, but can also include
transport, session, presentation, and application-layer protocols.
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5.2. Protocol Directory and Linmted Extensibility

Every RMON 2 inplenmentation will have the capability to parse certain
types of packets and identify their protocol type at nultiple |evels,
The protocol directory presents an inventory of those protocol types

the probe is capable of nonitoring, and allows the addition

del etion, and configuration of protocol types in this |ist.

One concept deserves special attention: the "linmted extensibility"
of the protocol directory table. The RMON 2 nodel is that protocols
are detected by static software that has been witten at

i mpl enentation time. Therefore, as a matter of configuration, an

i mpl enent ati on does not have the ability to suddenly learn how to
parse new packet types. However, an inplenentation may be witten
such that the software knows where the demultiplexing field is for a
particul ar protocol, and can be witten in such a way that the
decodi ng of the next layer up is table-driven. This works when the
code has been witten to acconodate it and can be extended no nore
than one level higher. This extensibility is called "linited
extensibility" to highlight these limtations. However, this can be
a very useful tool

For exanpl e, suppose that an inplenentati on has C code that

under stands how to decode | P packets on any of several ethernet
encapsul ati ons, and al so knows how to interpret the I P protocol field
to recogni ze UDP packets and how to decode the UDP port nunber
fields. That inplenentation may be table- driven so that anmong the
many di fferent UDP port nunbers possible, it is configured to
recogni ze 161 as SNMP, port 53 as DNS, and port 69 as TFTP. The
limted extensibility of the protocol directory table would allow an
SNMP operation to create an entry that would create an additiona
tabl e mapping for UDP that would recognize UDP port 123 as NTP and
begi n counting such packets.

This limted extensibility is an option that an inplenentation can
choose to allow or disallow for any protocol that has child
pr ot ocol s.

5.3. FErrors in packets

Packets with link-l1evel errors are not counted anywhere in this MB
because nost variables in this MB requires the decodi ng of the
contents of the packet, which is neaningless if there is a |link-Ileve
error.

Packets in which protocol errors are detected are counted for al

protocol s below the layer in which the error was encountered. The
inmplication of this is that packets in which errors are detected at
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the network-1ayer are not counted anywhere in this M B, while packets
with errors detected at the transport |ayer may have network-I|ayer

statistics counted.
6. Definitions
RVMON2-M B DEFI NI TIONS ::= BEG N

| MPORTS
MODULE- | DENTI TY, OBJECT-TYPE, Counter32, |nteger32,

Gauge32, | pAddress, TineTicks FROM SNWVPv2- SM

TEXTUAL- CONVENTI ON, RowsSt atus, DisplayString, TineStanp

FROM SNWPv2-TC

MODULE- COMPLI ANCE, OBJECT- GROUP FROM SNWMPv2- CONF

m b-2, iflndex FROM RFC1213-M B

Omner String, statistics, history, hosts,

matrix, filter, etherStatsEntry, historyControl Entry,

host Control Entry, matrixControl Entry, filterEntry,

channel Entry FROM RMON- M B

t okenRi ng, tokenRi ngM.StatsEntry, tokenRi ngPStatsEntry,

ringStationControl Entry, sourceRoutingStatsEntry

FROM TOKEN- Rl NG RMON- M B;

-- Renote Network Monitoring MB

rnron MODULE- | DENTI TY
LAST- UPDATED "9605270000Z"
ORGANI ZATI ON "I ETF RMON M B Wor ki ng Group"”
CONTACT- | NFO
" St eve Wl dbusser (WG Editor)
Postal: International Network Services
650 Castro Street, Suite 260
Mount ai n Vi ew, CA 94041
Phone: +1 415 254 4251
Email: wal dbusser @ ns. com

Andy Bi er nan (WG Chair)
Phone: +1 805 648 2028
Emai | . abi erman@west . net"

DESCRI PTI ON

"The M B nodul e for nmanagi ng renote nonitoring

device inplenentations. This M B nodul e
augrments the original RMON MB as specified in
RFC 1757."

o= { mb-2 16 }

-- { rnon 1 } through { rnon 10 } are defined in RMON and
-- the Token Rhng RMON M B [ RFC 1513]
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protocol Dir OBJECT I DENTIFIER ::= {
protocol D st OBJECT | DENTIFIER :: = {
addr essMap OBJECT | DENTIFIER :: = {
nl Host OBJECT | DENTIFIER :: = {
nl Matri x OBJECT | DENTIFIER :: = {
al Host OBJECT | DENTIFI ER :: = {
al Matri x OBJECT I DENTIFIER ::= {
usrHi story OBJECT | DENTIFIER :: = {
probeConfig OBJECT I DENTIFIER ::= {
r monConf or mance OBJECT | DENTIFIER :: = {

-- Textual Conventions

Zer oBasedCount er 32 :: = TEXTUAL- CONVENTI ON

STATUS current
DESCRI PTI ON

rnon
rnon
rnon
rnon
rnon
rnon
rnon
rnon
rnon
rnon

11
12
13
14
15
16
17
18
19
20

January 1997

e e e e e e e e e

"This TC descri bes an object which counts events with the

foll owi ng semantics:
zero(0) on creation and will

objects of this type will be set to
thereafter count appropriate

events, wapping back to zero(0) when the value 2732 is

r eached.

Provi ded that an application discovers the new object within
the mninumtine to wap it can use the initial value as a
delta since it last polled the table of which this object is
part. It is inmportant for a nmanagenent station to be aware of

this mninumtine and the actua
di scard data if the actual

defined m ni mumti ne.

time between polls, and to
time is too long or there is no

Typically this TCis used in tables where the | NDEX space is
constantly changing and/or the TineFilter mechanismis in use."”

SYNTAX Gauge32

Last CreateTi ne ::= TEXTUAL- CONVENTI ON

STATUS current
DESCRI PTI ON

"This TC describes an object that stores the last time its

entry was created.

This can be used for polling applications to determi ne that an
entry has been del eted and re-created between polls, causing
an ot herwi se undetectabl e discontinuity in the data."”

SYNTAX Ti neSt anp

TinmeFilter ::= TEXTUAL- CONVENTI ON
STATUS current
DESCRI PTI ON
Wal dbusser St andards Track
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"To be used for the index to a table. Allows an application
to downl oad only those rows changed since a particular tine.
A row is considered changed if the value of any object in the
row changes or if the rowis created or deleted

When sysUpTine is equal to zero, this table shall be enpty.

One entry exists for each past val ue of sysUpTine, except that
the whole table is purged should sysUpTi ne w ap.

As this basic row is updated new conceptual rows are created
(which still share the now updated object values with al

other instances). The nunber of instances which are created
is determ ned by the value of sysUpTine at which the basic row
was | ast updated. One instance will exist for each val ue of
sysUpTinme at the |last update time for the row A new

timeMark instance is created for each new sysUpTi ne val ue.

Each new conceptual row will be associated with the tinmeMark

i nstance which was created at the value of sysUpTinme with

whi ch the conceptual rowis to be associ at ed.

By definition all conceptual rows were updated at or after
time zero and so at |east one conceptual row (associated with
ti meMark.0) nust exist for each underlying (basic) row

See the appendi x for further discussion of this variable.

Consi der the follow ng fooTabl e:

fooTabl e ..
| NDEX { fooTi neMark, foolndex }

FooEntry {
fooTimeMark TineFilter
f ool ndex | NTEGER,
f ooCount s Count er
}
Shoul d there be two basic rows in this table (foolndex == 1,
foolndex == 2) and row 1 was updated nost recently at tine 6,

while row 2 was updated nost recently at tinme 8, and both rows
had been updated on several earlier occasions such that the
current values were 5 and 9 respectively then the foll ow ng
fooCounts instances woul d exi st.

f ooCounts. 0.1
f ooCounts. 0. 2
fooCounts. 1.1

U1 o ol
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f ooCount s.
f ooCount s.
f ooCount s.
f ooCount s.
f ooCount s.
f ooCount s.
f ooCount s.
f ooCount s.
f ooCount s.
f ooCount s.
f ooCount s.
f ooCount s.
f ooCount s.
SYNTAX Ti meTi cks

-- note that row 1 doesn’'t exist for
-- tines 7 and 8"

ONoouARWWNNE
NNNRPNRPNRNRNEN
(O (O (O U1 (O U1 (O U1 © U1 © U1 ©

Dat aSour ce ::= TEXTUAL- CONVENTI ON
STATUS current
DESCRI PTI ON

"ldentifies the source of the data that the associ ated
function is configured to anal yze. This source can be any
interface on this device

In order to identify a particular interface, this
obj ect shall identify the instance of the iflndex
object, defined in [3,5], for the desired interface.

For exanple, if an entry were to receive data from
interface #1, this object would be set to iflndex.1."
SYNTAX OBJECT | DENTI FI ER

Protocol Directory G oup
Lists the inventory of protocols the probe has the capability of

moni toring and allows the addition, deletion, and configuration of
entries in this list.

prot ocol Di r Last Change OBJECT- TYPE

SYNTAX Ti meSt anp
MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

"The val ue of sysUpTine at the tine the protocol directory
was | ast nodified, either through insertions or deletions,
or through nodifications of either the
prot ocol Di r Addr essMapConfi g, protocol DirHost Config, or
prot ocol Di r Mat ri xConfig."

::={ protocolDir 1}
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prot ocol Di r Tabl e OBJECT- TYPE

SYNTAX SEQUENCE OF Protocol DirEntry
MAX- ACCESS not-accessi bl e

STATUS current

DESCRI PTI ON

"This table lists the protocols that this agent has the
capability to decode and count. There is one entry in this
table for each such protocol. These protocols represent
different network layer, transport |ayer, and higher-I|ayer
protocols. The agent should boot up with this table
preconfigured with those protocols that it knows about and

wi shes to nonitor. |Inplenentations are strongly encouraged to

support protocols higher than the network layer (at |east for
the protocol distribution group), even for inplenentations
that don’t support the application |ayer groups."

::={ protocolDir 2}

protocol DirEntry OBJECT- TYPE

SYNTAX Protocol DirEntry
MAX- ACCESS not-accessi bl e
STATUS current

DESCRI PTI ON

"A conceptual row in the protocol DirTabl e.

An exanpl e of the indexing of this entry is
protocol DirLocal I ndex.8.0.0.0.1.0.0.8.0.2.0.0, which is the
encodi ng of a length of 8, followed by 8 subids encoding the
protocol Dirl D of 1.2048, followed by a Iength of 2 and the
2 subids encodi ng zero-val ued paraneters.”

I NDEX { protocolDirlD, protocol DirParaneters }

::={ protocolDirTable 1}

Protocol DirEntry ::= SEQUENCE {
protocol Dirl D OCTET STRI NG
prot ocol Di r Par anet er s OCTET STRI NG
prot ocol DirLocal | ndex I nt eger 32,
pr ot ocol Di r Descr Di splayString,
prot ocol D r Type BI TS,
pr ot ocol Di r Addr essMapConfi g | NTEGER,
pr ot ocol Di r Host Confi g | NTEGER,
prot ocol Di r Mat ri xConfi g | NTEGER,
pr ot ocol Di r Owner Owner Stri ng,
protocol Di r St at us RowsSt at us

}

protocol Dirl D OBJECT- TYPE
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STATUS current

DESCRI PTI ON
"A unique identifier for a particular protocol. Standard
identifiers will be defined in a nmanner such that they
can often be used as specifications for new protocols - i.e.
a tree-structured assi gnment nechani smthat matches the
protocol encapsulation ‘tree’ and which has algorithnic
assi gnnent mechanisns for certain subtrees. See RFC XXX for
nore details.

Despite the algorithm c nmechanism the probe will only place
entries in here for those protocols it chooses to collect. In
other words, it need not populate this table with all of the
possi bl e et hernet protocol types, nor need it create themon
the fly when it sees them \Whether or not it does these
things is a matter of product definition (cost/benefit,
usability), and is up to the designer of the product.

If an entry is witten to this table with a protocolDirlD that
t he agent doesn’t understand, either directly or
algorithmcally, the SET request will be rejected with an
i nconsi st ent Nanme or badVal ue (for SNWPv1l) error."

::={ protocolDirEntry 1 }

prot ocol Di r Par anet ers OBJECT- TYPE

SYNTAX OCTET STRI NG
MAX- ACCESS not-accessi bl e
STATUS current
DESCRI PTI ON

"A set of paraneters for the associated protocolDirlD

See the associ ated RMON2 Protocol Identifiers docunent

for a description of the possible paraneters. There

will be one octet in this string for each sub-identifier in
the protocolDirI D, and the paraneters will appear here in the
same order as the associated sub-identifiers appear in the
protocol DirlD.

Every node in the protocolDirID tree has a different, optiona
set of paraneters defined (that is, the definition of
paraneters for a node is optional). The proper paraneter
value for each node is included in this string. Note that the
inclusion of a paraneter value in this string for each node is

not optional - what is optional is that a node nay have no
paraneters defined, in which case the paraneter field for that
node will be zero."

::={ protocolDirEntry 2 }

prot ocol Di rLocal | ndex OBJECT- TYPE
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SYNTAX Integer32 (1..2147483647)
MAX- ACCESS read-only

STATUS current

DESCRI PTI ON

"The locally arbitrary, but unique identifier associated
with this protocolDir entry.

The val ue for each supported protocol nust renmain constant at
| east fromone re-initialization of the entity’s network
managenent systemto the next re-initialization, except that

if a protocol is deleted and re-created, it nust be re-created
with a new val ue that has not been used since the |ast
re-initialization.

The specific value is nmeaningful only within a given SNW
entity. A protocol DirLocal | ndex rmust not be re-used until the
next agent-restart in the event the protocol directory entry
is deleted.”

::={ protocolDirEntry 3 }

prot ocol Di r Descr OBJECT- TYPE

SYNTAX Di splayString (SIZE (1..64))
MAX- ACCESS read-create

STATUS current

DESCRI PTI ON

"A textual description of the protocol encapsul ation.
A probe may choose to describe only a subset of the
entire encapsulation (e.g. only the highest |ayer).

This object is intended for human consunption only.

This object may not be nodified if the associated
protocol DirStatus object is equal to active(l)."
::={ protocolDirEntry 4 }

prot ocol Di r Type OBJECT- TYPE
SYNTAX BI TS {
ext ensi bl e(0),
addr essRecogni ti onCapabl e( 1)

}
MAX- ACCESS read-only
STATUS current
DESCRI PTI ON
"Thi s object describes 2 attributes of this protocol
directory entry.

The presence or absence of the '‘extensible’ bit describes
whet her or not this protocol directory entry can be extended
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by the user by creating protocol directory entries which are
children of this protocol

An exanple of an entry that will often allow extensibility is
“ip.udp’. The probe may automatically popul ate sonme children
of this node such as 'ip.udp.snnp’ and ‘i p. udp. dns’

A probe admini strator or user nmay al so popul ate additiona
children via renmpte SNWP requests that create entries in this
table. Wien a child node is added for a protocol for which the
probe has no built in support, extending a parent node (for

whi ch the probe does have built in support),

that child node is not extendible. This is termed ‘limted
extensibility’.

When a child node is added through this extensibility
mechani sm the val ues of protocol DirLocal I ndex and
protocol Di r Type shall be assigned by the agent.

The other objects in the entry will be assigned by the
manager who is creating the new entry.

Thi s object al so describes whether or not this agent can
recogni ze addresses for this protocol, should it be a network
| evel protocol. That is, while a probe may be able to
recogni ze packets of a particular network |ayer protocol and
count them it takes additional logic to be able to recognize
the addresses in this protocol and to popul ate network |ayer
or application layer tables with the addresses in this
protocol. If this bit is set, the agent will recognize
network | ayer addresses for this protoocl and popul ate the
network and application |layer host and natrix tables with

t hese protocol s.

Note that when an entry is created, the agent will supply
values for the bits that match the capabilities of the agent
with respect to this protocol. Note that since row creations
usual ly exercise the linited extensibility feature, these
bits will usually be set to zero."

::={ protocolDirEntry 5}

pr ot ocol Di r Addr essMapConfi g OBJECT- TYPE
SYNTAX | NTEGER {
not Supported(1),
supportedd f(2),
supportedOn(3)

}
MAX- ACCESS read-create
STATUS current
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DESCRI PTI ON
"Thi s object describes and configures the probe' s support for
address mapping for this protocol. Wen the probe creates

entries in this table for all protocols that it understands,

it wll set the entry to notSupported(1l) if it doesn't have
the capability to perform address mapping for the protocol or
if this protocol is not a network-Ilayer protocol. When

an entry is created in this table by a nmanagenent operation as
part of the limted extensibility feature, the probe nust set
this value to notSupported(1l), because limted extensibility
of the protocol DirTabl e does not extend to interpreting
addresses of the extended protocols.

If the value of this object is notSupported(l), the probe
will not perform address mapping for this protocol and
shall not allow this object to be changed to any ot her val ue.
If the value of this object is supportedOn(3), the probe
supports address mapping for this protocol and is configured
to perform address napping for this protocol for al
addr essMappi ngControl Entries and all interfaces.
If the value of this object is supportedOf(2), the probe
supports address mapping for this protocol but is configured
to not perform address mapping for this protocol for any
addr essMappi ngControl Entries and all interfaces.
Whenever this val ue changes from supportedOn(3) to
supportedOrf(2), the probe shall delete all related entries in
t he addressMappi ngTabl e. "

::={ protocolDirEntry 6 }

pr ot ocol Di r Host Confi g OBJECT- TYPE
SYNTAX | NTEGER {
not Supported(1),
supportedd f (2),
supportedOn(3)

}

MAX- ACCESS read-create

STATUS current

DESCRI PTI ON
"Thi s object describes and configures the probe' s support for
the network | ayer and application |layer host tables for this
protocol. Wen the probe creates entries in this table for
all protocols that it understands, it will set the entry to
not Supported(1l) if it doesn't have the capability to track the
nl Host Tabl e for this protocol or if the alHostTable is
i mpl enent ed but doesn’t have the capability to track this
protocol. Note that if the al HostTable is inplenented, the
probe may only support a protocol if it is supported in both
t he nl Host Tabl e and t he al Host Tabl e.
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If the associated protocol DirType object has the

addr essRecogni ti onCapabl e bit set, then this is a network

| ayer protocol for which the probe recogni zes addresses, and
thus the probe will popul ate the nl Host Tabl e and al Host Tabl e
wi th addresses it discovers for this protocol

If the value of this object is notSupported(l), the probe

will not track the nl Host Tabl e or al HostTable for this
protocol and shall not allow this object to be changed to any
other value. If the value of this object is supportedOn(3),

t he probe supports tracking of the nl Host Table and al Host Tabl e
for this protocol and is configured to track both tables

for this protocol for all control entries and all interfaces.
If the value of this object is supportedOf(2), the probe
supports tracking of the nl Host Table and al Host Table for this
protocol but is configured to not track these tables

for any control entries or interfaces.

Whenever this val ue changes from supportedOn(3) to
supportedOrf(2), the probe shall delete all related entries in
t he nl Host Tabl e and al Host Tabl e.

Not e that since each al HostEntry references 2 protoco
directory entries, one for the network address and one for the
type of the highest protocol recognized, that an entry will
only be created in that table if this value is supportedOn(3)
for both protocols."

::={ protocolDirEntry 7 }

prot ocol Di r Mat ri xConfi g OBJECT- TYPE
SYNTAX | NTEGER {

not Supported(1),

supportedd f (2),

supportedOn(3)
MAX- ACCESS read-create
STATUS current
DESCRI PTI ON

"Thi s object describes and configures the probe' s support for
the network | ayer and application layer matrix tables for this
protocol. Wen the probe creates entries in this table for

all protocols that it understands, it will set the entry to
not Supported(1l) if it doesn't have the capability to track the
nl Matri xTables for this protocol or if the al MatrixTables are
i mpl enented but don’t have the capability to track this
protocol. Note that if the alMutrix tables are inplenmented,
the probe may only support a protocol if it is supported in
the the both of the nl MatrixTabl es and both of the

al Matri xTabl es.
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If the associated protocol DirType object has the

addr essRecogni ti onCapabl e bit set, then this is a network

| ayer protocol for which the probe recogni zes addresses, and
thus the probe will popul ate both of the nl Matri xTabl es and
both of the al MatrixTables with addresses it discovers for
this protocol.

If the value of this object is notSupported(l), the probe
will not track either of the nlMtrixTables or the

al Matri xTables for this protocol and shall not allow this
object to be changed to any other value. If the value of this
obj ect is supportedOn(3), the probe supports tracking of both
of the nl MatrixTables and (if inplenented) both of the

al Matri xTables for this protocol and is configured to track
these tables for this protocol for all control entries and all
interfaces. If the value of this object is supportedOf(2),

t he probe supports tracking of both of the nl MatrixTabl es and
(if inplenmented) both of the al MatrixTables for this protocol
but is configured to not track these tables for this

protocol for any control entries or interfaces.

Whenever this value changes from supportedOn(3) to
supportedOff(2), the probe shall delete all related entries in
the nl Matri xTabl es and the al Matri xTabl es.

Note that since each al Matri xEntry references 2 protocol
directory entries, one for the network address and one for the
type of the highest protocol recognized, that an entry will
only be created in that table if this value is supportedOn(3)
for both protocols.”

::={ protocolDirEntry 8 }

pr ot ocol Di r Omner OBJECT- TYPE

SYNTAX Onner String
MAX- ACCESS read-create
STATUS current
DESCRI PTI ON

"The entity that configured this entry and is
therefore using the resources assigned to it."
::={ protocolDirEntry 9 }

prot ocol Di r St at us OBJECT- TYPE

SYNTAX RowSt at us
MAX- ACCESS read-create
STATUS current
DESCRI PTI ON

"The status of this protocol directory entry.

An entry nmay not exist in the active state unless all
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objects in the entry have an appropriate val ue.

If this object is not equal to active(l), all associated
entries in the nl Host Tabl e, nl Matri xSDTabl e, nl Mat ri xDSTabl e,
al Host Tabl e, al Matri xSDTabl e, and al Matri xDSTabl e shall be
del eted. "

::={ protocolDirEntry 10 }

-- Protocol Distribution Goup (protocolDist)

-- Collects the relative anounts of octets and packets for the
-- different protocols detected on a network segnent.

-- prot ocol Di st Control Tabl e

-- prot ocol Di st St at sTabl e

pr ot ocol Di st Control Tabl e OBJECT- TYPE

SYNTAX SEQUENCE OF Protocol Di st Control Entry

MAX- ACCESS not - accessi bl e

STATUS current

DESCRI PTI ON
"Controls the setup of protocol type distribution statistics
t abl es.

| npl enent ati ons are encouraged to add an entry per nonitored
interface upon initialization so that a default collection
of protocol statistics is available.

Rat i onal e:

This table controls collection of very basic statistics

for any or all of the protocols detected on a given interface.
An NMS can use this table to quickly determ ne bandw dth

all ocation utilized by different protocols.

A medi a-specific statistics collection could al so
be configured (e.g. etherStats, trPStats) to easily obtain
total frame, octet, and droppedEvents for the same
interface."

::={ protocolDist 1}

prot ocol Di st Control Entry OBJECT- TYPE

SYNTAX Pr ot ocol Di st Control Entry
MAX- ACCESS not-accessi bl e

STATUS current

DESCRI PTI ON

"A conceptual row in the protocol Di st Control Tabl e

An exanpl e of the indexing of this entry is
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pr ot ocol Di st Cont r ol Dr oppedFr anes. 7"
| NDEX { protocol Di st Control | ndex }
::={ protocolDistControl Table 1 }

Protocol Di st Control Entry ::= SEQUENCE {
pr ot ocol Di st Cont rol | ndex I nt eger 32,
pr ot ocol Di st Cont r ol Dat aSour ce Dat aSour ce,
pr ot ocol Di st Cont r ol Dr oppedFr anes Count er 32,
protocol Di st Control CreateTine Last Cr eat eTi ne,
pr ot ocol Di st Cont r ol Oawner Owner Stri ng,
pr ot ocol Di st Cont r ol St at us RowSt at us

}

prot ocol Di st Control | ndex OBJECT- TYPE
SYNTAX I nteger32 (1..65535)
MAX- ACCESS not - accessi bl e
STATUS current
DESCRI PTI ON

"A uni que index for this protocol Di stControl Entry."
::={ protocolDistControl Entry 1 }

pr ot ocol Di st Cont r ol Dat aSour ce OBJECT- TYPE

SYNTAX Dat aSour ce
MAX- ACCESS read-create
STATUS current
DESCRI PTI ON

"The source of data for the this protocol distribution.

The statistics in this group reflect all packets
on the local network segnent attached to the
identified interface.

This object may not be nodified if the associ ated
prot ocol Di st Control Status object is equal to active(l)."
::={ protocol DistControl Entry 2 }

pr ot ocol Di st Cont r ol Dr oppedFranmes OBJECT- TYPE

SYNTAX Count er 32

MAX- ACCESS r ead-onl y

STATUS current

DESCRI PTI ON
"The total nunber of frames which were received by the probe
and therefore not accounted for in the *StatsDropEvents, but
for which the probe chose not to count for this entry for
what ever reason. Mst often, this event occurs when the probe
is out of some resources and decides to shed load fromthis
col l ecti on.
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This count does not include packets that were not counted

because they had MAC-| ayer errors.

Note that, unlike the dropEvents counter, this nunber is the

exact nunber of frames dropped.”
::={ protocol DistControl Entry 3 }

prot ocol Di st Control Creat eTi me OBJECT- TYPE
SYNTAX Last Creat eTi e
MAX- ACCESS r ead-onl y
STATUS current
DESCRI PTI ON

"The val ue of sysUpTine when this control entry was | ast
activated. This can be used by the nanagenent station to
ensure that the table has not been deleted and recreated

bet ween polls."
.= { protocolDistControl Entry 4 }

pr ot ocol Di st Cont r ol Owmer OBJECT- TYPE

SYNTAX Onner String
MAX- ACCESS read-create
STATUS current
DESCRI PTI ON

"The entity that configured this entry and is
therefore using the resources assigned to it."

::={ protocolDistControl Entry 5 }

pr ot ocol Di st Control Status OBJECT- TYPE

SYNTAX RowSt at us
MAX- ACCESS read-create
STATUS current
DESCRI PTI ON

"The status of this row

An entry may not exist in the active state unless all

objects in the entry have an appropriate val ue.

If this object is not equal to active(l1l), all

entries in the protocol D stStatsTabl e shall
::={ protocol DistControl Entry 6 }

-- per interface protocol distribution statistics table

prot ocol Di st St at sTabl e OBJECT- TYPE

SYNTAX SEQUENCE OF Protocol Di st StatsEntry
MAX- ACCESS not-accessi bl e

STATUS current

DESCRI PTI ON

"An entry is nade in this table for every protocol
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protocol Dir Tabl e which has been seen in at |east one packet.

Counters are updated in this table for every protocol type

that is encountered when parsing a packet,

updated for packets with MAC-| ayer errors.

Note that if a protocolDirEntry is deleted, all associated
entries in this table are renoved."

::={ protocolDist 2}

prot ocol Di st St at sentry OBJECT- TYPE

SYNTAX Protocol Di st StatsEntry
MAX- ACCESS not -accessi bl e

STATUS current

DESCRI PTI ON

"A conceptual row in the protocol Di stStatsTabl e

The index is conposed of the protocol Di stControl I ndex of the
associ ated protocol DistControl Entry foll owed by the
protocol DirLocal | ndex of the associated protocol that this
entry represents. In other words, the index identifies the
protocol distribution an entry is a part of as well as the
particul ar protocol that it represents.

An exanpl e of the indexing of this entry is

January 1997

but no counters are

protocol D st St at sPkts. 1. 18"
I NDEX { protocol Di st Control | ndex,
::={ protocol DistStatsTable 1 }

Protocol Di st StatsEntry ::= SEQUENCE {
prot ocol D st St at sPkt s
protocol Di st StatsCctets

}
prot ocol Di st St at sPkts OBJECT- TYPE

SYNTAX Zer oBasedCount er 32
MAX- ACCESS read-only

STATUS current

DESCRI PTI ON

protocol Di rLocal | ndex }

Zer oBasedCount er 32,
Zer oBasedCount er 32

"The nunber of packets without errors received of this

prot ocol type.

packets, so if a single network-Iayer packet
into several |ink-layer franes,

several tines."

::={ protocol DistStatsEntry 1 }

prot ocol Di st St at sCctets OBIJECT- TYPE

SYNTAX Zer oBasedCount er 32
MAX- ACCESS read-only
Wal dbusser St andards Track
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STATUS current

DESCRI PTI ON
"The nunber of octets in packets received of this protocol
type since it was added to the protocol Di st StatsTabl e
(excluding framng bits but including FCS octets), except for
those octets in packets that contained errors.

Note this doesn’t count just those octets in the particul ar
protocol frames, but includes the entire packet that contained
t he protocol ."

::={ protocol DistStatsEntry 2 }

-- Address Map G oup (addr essMap)

-- Lists MAC address to network address bindi ngs di scovered by the
-- probe and what interface they were |ast seen on.

-- addr essMapControl Tabl e

-- addr essMapTabl e

addr essMapl nserts OBJECT- TYPE

SYNTAX Count er 32

MAX- ACCESS r ead-onl y

STATUS current

DESCRI PTI ON
"The nunber of tines an address mappi ng entry has been
inserted into the addressMapTable. If an entry is inserted,
then deleted, and then inserted, this counter will be

i ncrenented by 2.

Note that the table size can be deternined by subtracting
addr essMapDel et es from addressMapl nserts.”
::={ addresshvap 1 }

addr essMapDel et es OBJECT- TYPE

SYNTAX Count er 32

MAX- ACCESS r ead- onl y

STATUS current

DESCRI PTI ON
"The nunber of tines an address mapping entry has been
del eted fromthe addressMapTable (for any reason). |If
an entry is deleted, then inserted, and then deleted, this
counter will be increnented by 2.

Note that the table size can be deternined by subtracting

addr essMapDel et es from addressMapl nserts. "
::={ addresshap 2 }
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addr essMapMaxDesi redEntri es OBJECT- TYPE

SYNTAX Integer32 (-1..2147483647)
MAX- ACCESS read-wite

STATUS current

DESCRI PTI ON

"The maxi mum nunber of entries that are desired in the
addressMapTabl e. The probe will not create nore than

this nunber of entries in the table, but may choose to create
fewer entries in this table for any reason including the |ack
of resources.

If this object is set to a value less than the current nunber
of entries, enough entries are chosen in an

i mpl ement ati on- dependent manner and del eted so that the number
of entries in the table equals the value of this object.

If this value is set to -1, the probe may create any nunber
of entries in this table.

This object may be used to control how resources are allocated
on the probe for the various RMON functions."
::={ addressivap 3 }

addr essMapCont r ol Tabl e OBJECT- TYPE

SYNTAX SEQUENCE OF AddressMapControl Entry
MAX- ACCESS not-accessi bl e

STATUS current

DESCRI PTI ON

"Atable to control the collection of network | ayer address to
physi cal address to interface mappi ngs.

Note that this is not |like the typical RMON

control Tabl e and dataTabl e in which each entry creates

its own data table. Each entry in this table enables the
di scovery of addresses on a new interface and the pl acenment
of address mappings into the central addressMapTabl e.

| mpl enent ati ons are encouraged to add an entry per nonitored
interface upon initialization so that a default collection
of address mappings is available."

::={ addresshap 4 }

addr essMapControl Entry OBJECT- TYPE

SYNTAX Addr essMapControl Entry
MAX- ACCESS not-accessi bl e

STATUS current

DESCRI PTI ON

"A conceptual row in the addressMapControl Tabl e.
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An exanpl e of the indexing of this entry is
addr essMapCont r ol Dr oppedFr anes. 1"

| NDEX { addressMapControl | ndex }

::={ addressMapControl Table 1 }

Addr essMapControl Entry ::= SEQUENCE {
addr essMapCont r ol | ndex I nt eger 32,
addr essMapCont r ol Dat aSour ce Dat aSour ce,
addr essMapCont r ol Dr oppedFr anes Count er 32,
addr essMapCont r ol Oaner Owner Stri ng,
addr essMapCont r ol St at us RowSt at us

}

addr essMapCont r ol | ndex OBJECT- TYPE
SYNTAX I nteger32 (1..65535)
MAX- ACCESS not - accessi bl e
STATUS current
DESCRI PTI ON

"A uni que index for this entry in the addressMapControl Table."
::= { addressMapControl Entry 1 }

addr essMapCont r ol Dat aSour ce OBJECT- TYPE

SYNTAX Dat aSour ce
MAX- ACCESS read-create
STATUS current
DESCRI PTI ON

"The source of data for this addressMapControl Entry."
::={ addressMvapControl Entry 2 }

addr essMapCont r ol Dr oppedFr anes OBJECT- TYPE

SYNTAX Count er 32

MAX- ACCESS r ead-only

STATUS current

DESCRI PTI ON
"The total nunber of frames which were received by the probe
and therefore not accounted for in the *StatsDropEvents, but
for which the probe chose not to count for this entry for
what ever reason. Mbst often, this event occurs when the probe
is out of sone resources and decides to shed load fromthis
col l ection.

This count does not include packets that were not counted
because they had MAC-| ayer errors.

Note that, unlike the dropEvents counter, this nunber is the

exact nunber of frames dropped.”
::={ addressMvapControl Entry 3 }
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addr essMapCont r ol Omer OBJECT- TYPE

SYNTAX Onner String
MAX- ACCESS read-create
STATUS current
DESCRI PTI ON

"The entity that configured this entry and is
therefore using the resources assigned to it."
::= { addressMapControl Entry 4 }

addr essMapCont r ol St at us OBJECT- TYPE

SYNTAX RowSt at us
MAX- ACCESS read-create
STATUS current
DESCRI PTI ON

"The status of this addressMap control entry.

An entry may not exist in the active state unless all
objects in the entry have an appropriate val ue.

If this object is not equal to active(l), all associated
entries in the addressMapTabl e shall be deleted."
::={ addressMapControl Entry 5 }

addr essMapTabl e OBJECT- TYPE

SYNTAX SEQUENCE OF Addr essMapEntry
MAX- ACCESS not-accessi bl e

STATUS current

DESCRI PTI ON

"A table of network | ayer address to physical address to
i nterface nmappi ngs.

The probe will add entries to this table based on the source
MAC and network addresses seen in packets wi thout MAC-Ievel

errors. The probe will populate this table for all protocols
in the protocol directory table whose val ue of

prot ocol Di r AddressMapConfig is equal to supportedOn(3), and
will delete any entries whose protocolDirEntry is deleted or
has a protocol Di r AddressMapConfi g val ue of supportedOif(2)."

::={ addresshMap 5 }

addr essMapEnt ry OBJECT- TYPE

SYNTAX Addr essMapEnt ry
MAX- ACCESS not-accessi bl e
STATUS current

DESCRI PTI ON

"A conceptual row in the addressMapTabl e.
The protocol DirLocal I ndex in the index identifies the network
| ayer protocol of the addressMapNetwor kAddress.
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An exanpl e of the indexing of this entry is
addr essMapSour ce. 783495.18.4.128.2.6.6.11.1.3.6.1.2.1.2.2.1.1.1"
| NDEX { addressMapTi neMark, protocol DirLocal | ndex,

addr essMapNet wor kAddr ess,
::={ addressMapTable 1}

Addr essMapEntry ::= SEQUENCE {
addr essMapTi neMar k
addr essMapNet wor kAddr ess
addr essMapSour ce
addr essMapPhysi cal Addr ess
addr essMaplLast Change

addr essMapSour ce }

TinmeFilter,

OCTET STRI NG
OBJECT | DENTI Fl ER,
OCTET STRI NG,

Ti neSt anp

}
addr essMapTi neMar k OBJECT- TYPE

SYNTAX TinmeFilter

MAX- ACCESS not -accessi bl e
STATUS current

DESCRI PTI ON

"ATimeFilter for this entry. See the TimeFilter textual
convention to see how this works."
::={ addressMapEntry 1 }

addr essMapNet wor kAddr ess OBJECT- TYPE

SYNTAX OCTET STRI NG
MAX- ACCESS not-accessi bl e
STATUS current

DESCRI PTI ON

"The network address for this rel ation.

This is represented as an octet string with
specific semantics and length as identified
by the protocol DirLocal | ndex conponent of the
i ndex.

For exanple, if the protocol DirLocal I ndex indicates an
encapsul ation of ip, this object is encoded as a |l ength
octet of 4, followed by the 4 octets of the ip address,
in network byte order."

::={ addressMapEntry 2 }

addr essMapSour ce OBJECT- TYPE

SYNTAX OBJECT | DENTI FI ER
MAX- ACCESS not-accessi bl e
STATUS current

DESCRI PTI ON

"The interface or port on which the associ ated network
address was nobst recently seen.
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If this address nappi ng was discovered on an interface, this
object shall identify the instance of the iflndex

object, defined in [3,5], for the desired interface.

For exanple, if an entry were to receive data from
interface #1, this object would be set to iflndex.1.

If this address napping was discovered on a port, this

obj ect shall identify the instance of the rptrG oupPortl| ndex
object, defined in [ RFC1516], for the desired port.

For exanple, if an entry were to receive data from

group #1, port #1, this object would be set to

rptr G oupPort | ndex. 1. 1.

Note that while the dataSource associated with this entry

may only point to index objects, this object may at tines

point to repeater port objects. This situation occurs when

the dataSource points to an interface which is a locally

attached repeater and the agent has additional information

about the source port of traffic seen on that repeater.”
.. = { addressMapEntry 3 }

addr essMapPhysi cal Address OBJECT- TYPE

SYNTAX OCTET STRI NG

MAX- ACCESS read-only

STATUS current

DESCRI PTI ON
"The | ast source physical address on which the associated
networ k address was seen. |f the protocol of the associated
net wor k address was encapsul ated i nside of a network-1Ievel or
hi gher protocol, this will be the address of the next-I|ower
protocol with the addressRecognitionCapable bit enabl ed and
will be fornmatted as specified for that protocol."

::={ addressMapEntry 4 }

addr essMaplLast Change OBJECT- TYPE

SYNTAX Ti neSt anp
MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

"The val ue of sysUpTine at the tinme this entry was | ast
created or the values of the physical address changed.

This can be used to help detect duplicate address problens, in
whi ch case this object will be updated frequently."
::={ addressMapEntry 5 }

-- Network Layer Host G oup
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-- Counts the ambunt of traffic sent fromand to each network address

-- discovered by the probe.

-- Note that while the hl Host Control Tabl e al so has objects that

-- control an optional al Host Table, inplenentation of the al HostTable is
-- not required to fully inplenent this group.

hl Host Cont r ol Tabl e OBJECT- TYPE

SYNTAX SEQUENCE OF H Host Control Entry
MAX- ACCESS not - accessi bl e

STATUS current

DESCRI PTI ON

"A list of higher layer (i.e. non-MAC) host table control entries.

These entries will enable the collection of the network and
application | evel host tables indexed by network addresses.
Both the network and application | evel host tables are
controlled by this table is so that they will both be created
and deleted at the sane tine, further increasing the ease with
whi ch they can be inplenented as a single datastore (note that
if an inplenmentation stores application |layer host records in
menory, it can derive network |ayer host records fromthen

Entries in the nl Host Table will be created on behal f of each
entry in this table. Additionally, if this probe inplenents
the al Host Table, entries in the al Host Table will be created on
behal f of each entry in this table.

| mpl enent ati ons are encouraged to add an entry per nonitored
interface upon initialization so that a default collection
of host statistics is available.”

:={ nlHost 1}

hl Host Control Entry OBJECT- TYPE
SYNTAX H Host Control Entry
MAX- ACCESS not - accessi bl e
STATUS current
DESCRI PTI ON

"A conceptual row in the hl Host Control Tabl e.

An exanpl e of the indexing of this entry is
hl Host Cont r ol NI Dr oppedFr anes. 1"

I NDEX { hl Host Control | ndex }

::={ hlHostControl Table 1}

H Host Control Entry ::= SEQUENCE {
hl Host Cont r ol | ndex I nt eger 32,
hl Host Cont r ol Dat aSour ce Dat aSour ce,
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hl Host Cont r ol NI Dr oppedFr anes Count er 32,
hl Host Control Nl I nserts Count er 32,
hl Host Control NI Del et es Count er 32,
hl Host Cont r ol Nl MaxDesi redEntri es | nteger 32,
hl Host Cont r ol Al Dr oppedFr anes Count er 32,
hl Host Control Al I nserts Count er 32,
hl Host Cont r ol Al Del et es Count er 32,
hl Host Cont r ol Al MaxDesi redEntri es | nteger32,
hl Host Cont r ol Oaner Owner Stri ng,
hl Host Cont r ol St at us RowsSt at us

}
hl Host Cont r ol | ndex OBJECT- TYPE

SYNTAX I nteger32 (1..65535)
MAX- ACCESS not-accessi bl e
STATUS current

DESCRI PTI ON

"An index that uniquely identifies an entry in the
hl Host Control Tabl e. Each such entry defines
a function that discovers hosts on a particular
interface and places statistics about themin the
nl Host Tabl e, and optionally in the al Host Tabl e, on
behal f of this hlHostControl Entry. "

::={ hlHostControl Entry 1 }

hl Host Cont r ol Dat aSour ce OBJECT- TYPE

SYNTAX Dat aSour ce
MAX- ACCESS read-create
STATUS